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Abstract. Lloyd Shapley’s cooperative value allocation theory is a central con-

cept in game theory that is widely used in various fields to allocate resources,

assess individual contributions, and determine fairness. The Shapley value for-

mula and his four axioms that characterize it form the foundation of the theory.

Shapley value can be assigned only when all cooperative game players are

assumed to eventually form the grand coalition. The purpose of this paper is to

extend Shapley’s theory to cover value allocation at every partial coalition state.

To achieve this, we first extend Shapley axioms into a new set of five axioms

that can characterize value allocation at every partial coalition state, where the

allocation at the grand coalition coincides with the Shapley value. Second, we

present a stochastic path integral formula, where each path now represents a gen-

eral coalition process. This can be viewed as an extension of the Shapley formula.

We apply these concepts to provide a dynamic interpretation and extension of

the value allocation schemes of Shapley, Nash, Kohlberg and Neyman.

This generalization is made possible by taking into account Hodge calculus,

stochastic processes, and path integration of edge flows on graphs. We recognize

that such generalization is not limited to the coalition game graph. As a result,

we define Hodge allocation, a general allocation scheme that can be applied to

any cooperative multigraph and yield allocation values at any cooperative stage.

Keywords: Cooperative game, Shapley value, Shapley axioms, Shapley formula,

Hodge allocation, Poisson’s equation, f -Shapley value, Markov chain, edge flow,

stochastic path integral, multigraph, Nash solution, Kohlberg-Neyman’s value

MSC2020 Classification: 60J20, 60H30, 68R01, 05C57, 91A12

Contents

1. Introduction 2

Date: March 24, 2023.

This article embodies the author’s articles [15] and [16]. ©2023 by the author.
1



2 TONGSEOK LIM

2. Review of Shapley axioms and the Shapley formula 4

3. Stern and Tettenhorst’s interpretation of Shapley value 6

4. Generalized Shapley axioms and its dynamic interpretation 9

5. Generalized Shapley value: f -Shapley value and its extension 14

6. Generalized Nash-Kohlberg-Neyman’s value for strategic games 17

7. Generalized cooperative network and Hodge allocation 20

8. Further generalization: multigraphs as cooperative networks 26

9. Proofs of the results 30

References 39

1. Introduction

Lloyd Shapley’s value allocation theory for cooperative games has been one of the

most central concepts in game theory. Shapley value is widely used in many fields,

including economics, finance, and machine learning, to allocate resources, assess in-

dividual agent contributions, and determine the fairness of payouts. Among many

excellent treatises on Shapley value, we refer to a recent treatise by Algaba et al.

[1], in which various authors discuss modern applications of the Shapley value to

various game-theoretic and operations-research problems including genetics, social

choice and social network, finance, politics, tax games, telecommunication and en-

ergy transmission networks, queueing problems, group decision making, spanning

trees, and even aircraft landing fees problem. Recently, researchers have begun to

use the Shapley value in machine learning [27]. This shows that Shapley’s cooper-

ative value allocation theory is still an active research topic applied to a variety of

situations, and continues to inspire many researchers in a variety of fields.

Shapley value has two very interesting aspects: Shapley’s famous value alloca-

tion formula and his four axioms that characterize it. The Shapley axioms are

intriguing and significant because they provide a set of fairness criteria for deter-

mining the value of a cooperative game and individual player contributions. These

axioms ensure that the value distribution in a game is fair, transparent, and con-

sistent with our intuitive understanding of what is fair. Because it satisfies these

axioms, the Shapley value is regarded as a unique and compelling solution to the

problem of allocating the value of a cooperative game. The Shapley formula is also
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significant because it provides a mathematical method for calculating the value

of a cooperative game and individual player contribution. The formula determines

each player’s marginal contribution to the total value of the game by permuting all

possible coalitions of players. The Shapley formula has several desirable properties

inherited from the Shapley axioms, which make it a popular method for evaluating

individual player performance and allocating the value of a cooperative game.

It is worth noting that Shapley value can be assigned only when all players are

assumed to eventually form the grand coalition, and Shapley axioms and formula

then determine the fair allocation. In other words, Shapley value does not address

how to properly assess individual player contribution and allocate the value of a

cooperative game when the players form any non-grand, but partial coalition state.

The purpose of this paper is to complete the missing piece. More specifically, we

will provide generalizations of Shapley axioms and the Shapley formula, so that

the new theory can now characterize a value allocation at every partial coalition

state, where the allocation at the grand coalition coincides with the Shapley value.

The inclusion of all partial coalitions as potential target states in the cooperative

value allocation theory is significant because, in practice, coalition formation often

results in a partial coalition of a group of people rather than all of the people. The

Shapley formula assumes that coalition formation will continue to grow, with each

step resulting in a new player joining an existing coalition until all players form the

grand coalition. To adequately describe the progress of any partial coalition, we

generalize the coalition process so that players can not only join but also leave an

existing coalition until the destined coalition is formed. This is significant as well

because it provides a more general and realistic description of coalition processes.

Indeed, the generalized coalition process inspired our new fifth axiom and value

allocation formula, which can be viewed as a generalization of the Shapley formula.

As we build the new allocation theory using Hodge calculus, stochastic processes,

and path integration on graphs, it gradually becomes clear that such generaliza-

tion should not be limited to the coalition game graph setting. As a result, we are

led to define Hodge allocation, a general allocation scheme that can be applied to

any cooperative multigraph and yield allocation values at any cooperative stage.

Finally, we demonstrate how the Hodge allocation can be calculated effectively on

any multigraph if the underlying cooperative process satisfies a natural property.
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This paper is organized as follows. In Section 2, we review Shapley’s cooperative

value allocation theory. In Section 3, we review Stern and Tettenhorst’s interpreta-

tion of the Shapley value in terms of combinatorial Poisson’s equation on coalition

game graph. In Section 4, we present our extension of the Shapley axioms and

value allocation formula to address allocation schemes for all partial coalitions and

their axiomatic characterization, as well as their dynamic interpretation via the

random coalition process. In Section 5, we generalize the Shapley value by relax-

ing the null player axiom and employing arbitrary edge flows as players’ marginal

value. In Section 6, we show how our findings can be applied to extend Nash’s and

Kohlberg–Neyman’s value allocation scheme for the cooperative strategic games.

In Sections 7 and 8, Hodge allocation is introduced as our most general allocation

scheme, which can be applied to any cooperative multigraph and yield allocation

values at any cooperative stage. Finally, Section 9 presents proofs of the results.

2. Review of Shapley axioms and the Shapley formula

Let us review the now-classic Shapley’s value allocation theory [28–30], which

continues to inspire many researchers in various fields. We refer to Ray [23] for a

comprehensive overview of game theory and its applications to coalition formation.

To begin, let [N ] := {1, 2, ..., N} represent the players of the coalition games

GN = {v : 2[N ] → R | v(∅) = 0}.

Thus, a coalition game v is simply a (value) function on the subsets of [N ], where

each S ⊆ [N ] represents a coalition of players in S, and v(S) represents the value

assigned to the coalition S, with the null coalition ∅ receiving zero value. Shapley

considered the question of how to split the grand coalition value v([N ]) among the

players for a given game v ∈ GN . It is determined uniquely by the following result.

Theorem 2.1 (Shapley [28]). There exists a unique allocation v ∈ GN 7→
(
φi(v)

)
i∈[N ]

satisfying the following conditions:

· efficiency:
∑

i∈[N ] φi(v) = v([N ]).

· symmetry: v
(
S ∪ {i}

)
= v
(
S ∪ {j}

)
for all S ⊆ [N ] \ {i, j} yields φi(v) = φj(v).

· null-player: v
(
S ∪ {i}

)
− v(S) = 0 for all S ⊆ [N ] \ {i} yields φi(v) = 0.

· linearity: φi(αv + α′v′) = αφi(v) + α′φi(v
′) for all α, α′ ∈ R and v, v′ ∈ GN .



HODGE ALLOCATION FOR COOPERATIVE REWARDS 5

Moreover, this allocation is given by the following explicit formula:

(2.1) φi(v) =
∑

S⊆[N ]\{i}

|S|!
(
N − 1− |S|

)
!

N !

(
v
(
S ∪ {i}

)
− v(S)

)
.

The four conditions listed above are commonly referred to as the Shapley ax-

ioms. According to [31], [efficiency] means that the value obtained by the grand

coalition is fully distributed among the players, [symmetry] means that equivalent

players receive equal amounts, [null-player] means that a player who contributes

no marginal value to any coalition receives nothing, and [linearity] means that the

allocation is linear in game values. And (2.1) is referred to as the Shapley formula.

(2.1) can be rewritten also according to [31]: Suppose the players form the grand

coalition by joining, one-at-a-time, in the order defined by a permutation σ of [N ].

That is, player i joins immediately after the coalition Sσi =
{
j ∈ [N ] : σ(j) < σ(i)

}
has formed, contributing marginal value v

(
Sσi ∪ {i}

)
− v(Sσi ). Then φi(v) is the

average marginal value contributed by player i over all N ! permutations σ, i.e.,

φi(v) =
1

N !

∑
σ

(
v
(
Sσi ∪ {i}

)
− v(Sσi )

)
.(2.2)

The well-known glove game below explains the formula (2.2) in a simple context.

Example 2.2 (Glove game). Let N = 3. Suppose player 1 has a left-hand glove,

while players 2 and 3 each have a right-hand glove. A pair of gloves has value 1,

while unpaired gloves have no value, i.e., v(S) = 1 if S ⊆ [N ] contains player 1

and at least one of players 2 or 3, and v(S) = 0 otherwise. The Shapley values are

given by:

φ1(v) =
2

3
, φ2(v) = φ3(v) =

1

6
.

This is easily seen from (2.2): player 1 contributes marginal value 0 when joining

the coalition first (2 of 6 permutations) and marginal value 1 otherwise (4 of 6

permutations), so φ1(v) = 2
3
. Efficiency and symmetry yield φ2(v) = φ3(v) = 1

6
.

Since its inception in 1953, the theory have influenced many researchers and

have been followed by research works such as Chun [3], Deng and Papadimitriou

[4], Derks and Haller [5], Faigle and Kern [6], Gul [7], Hsiao and Raghavan [8],

Kalai and Samet [10], Kohlberg and Neyman [11, 12], Kultti and Salonen [13],

Maniquet [17], Myerson [18, 19, 20], Nash [21], Pérez-Castrillo and Wettstein [22],
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Figure 1. Coalition game graph for N = 2 and 3. Each vertex of
the cube corresponds to a coalition. The vertex (1, 0, 1), for example,
corresponds to the coalition {1, 3}, (0, 1, 1) to {2, 3}, and so on.

Roth [24, 25], Rozemberczki et al. [27], Young [32], to only name a few. We will

focus on Stern and Tettenhorst [31], who recently reexamined Shapley’s results via

combinatorial Hodge theory on graphs. The following section, which will serve as

our starting point, will cover the basic definition of differential calculus on graphs.

3. Stern and Tettenhorst’s interpretation of Shapley value

Recently, the combinatorial Hodge decomposition has been applied to game

theory in a variety of contexts, e.g., noncooperative games (Candogan et al. [2]),

cooperative games (Stern and Tettenhorst [31]), and ranking of social preferences

(Jiang et al. [9]). In order to provide a new interpretation of the Shapley value,

[31] focused on the hypercube graph, or coalition game graph G = (V , E), where V
denotes the set of nodes and E the set of edges. This graph is defined by

(3.1) V := 2[N ], E :=
{(
S, S ∪ {i}

)
∈ V × V | S ⊆ [N ] \ {i}, i ∈ [N ]

}
.

Notice that each coalition S ⊆ [N ] can correspond to a vertex of the unit hypercube

in RN . We assume that each edge is oriented in the direction of the inclusion

S ↪→ S ∪ {i}. We also define the set of reverse (or negatively-oriented) edges

(3.2) E− :=
{(
S ∪ {i}, S

)
∈ V × V | S ⊆ [N ] \ {i}, i ∈ [N ]

}
.

The edges in E are then called forward or positively-oriented edges. Let E := E∪E−.



HODGE ALLOCATION FOR COOPERATIVE REWARDS 7

The Shapley formula (2.1) clearly inspires us to consider the gradient, a linear

operator that describes the marginal value v
(
S ∪ {i}

)
− v(S) for a given player

i and game v. To introduce the gradient and its adjoint, the divergence, we must

first introduce the inner product space of functions as follows. We denote by `2(V)

the space of functions V → R equipped with the standard inner product

(3.3) 〈u, v〉 :=
∑
S∈V

u(S)v(S).

We may recall that a coalition game v is simply an element in `2(V) with the

initial condition v(∅) = 0. We then denote by `2(E) the space of functions E → R
equipped with the inner product

(3.4) 〈f, g〉 :=
∑

(S,S∪{i})∈E

f
(
S, S ∪ {i}

)
g
(
S, S ∪ {i}

)
satisfying the alternating condition

(3.5) f
(
S ∪ {i}, S

)
:= −f

(
S, S ∪ {i}

)
,

which is a crucial assumption in Hodge theory. Thus every f ∈ `2(E) (also known

as an edge flow) is defined on E = E ∪ E−, but note that the inner product is only

taken on the forward edges.

We can now endow G with a Hodge differential structure [14]. For v ∈ `2(V), we

naturally define a linear operator d: `2(V)→ `2(E), the gradient, by

(3.6) dv
(
S, S ∪ {i}

)
:= v(S ∪ {i})− v(S).

Note dv ∈ `2(E). The adjoint operator d∗, called (negative) divergence, is given by

d∗f(S) =
∑
T∼S

f(T, S)(3.7)

where T ∼ S means that S and T are adjacent on the graph. d and d∗ then satisfy

the defining relation

(3.8) 〈dv, f〉 = 〈v, d∗f〉 for all v ∈ `2(V), f ∈ `2(E).
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The graph Laplacian is now defined by the operator d∗d : `2(V)→ `2(V). Finally,

for each i ∈ [N ], let di : `
2(V)→ `2(E) denote the partial differential operator

(3.9) div
(
S, S ∪ {j}

)
:=

dv
(
S, S ∪ {i}

)
if j = i,

0 if j 6= i.

div ∈ `2(E) encodes the marginal value contributed by player i to the game v.

Given v ∈ GN , Stern and Tettenhorst [31] defined the component game vi for each

i ∈ [N ] as the unique solution in GN to the following form of Poisson’s equation

(3.10) d∗dvi = d∗div.

Note that d∗du = 0 implies du = 0, which implies that u is constant if G is

a connected graph. Due to the initial condition vi(∅) = 0, this results in the

uniqueness of the component games (vi)i∈[N ].

Now [31] showed that the component game vi solving (3.10) in fact satisfies

(3.11) vi([N ]) = φi(v) for every i ∈ [N ],

obtaining a new characterization of the Shapley value as the players’ component

game value at the grand coalition. We may recall that the Shapley formula reveals

that the Shapley value is entirely determined by the player i’s marginal value, i.e.,

div, which may inspire them to study the Poisson’s equation of the form (3.10).

However, notice each component game vi is not just defined at the grand coalition

state [N ] but at any state S ⊆ [N ]. This leads us to ask the following question.

Question: What is the economic significance of the value vi(S), when S ( [N ]?

The explicit calculations that follow make this question more interesting. Let

δ[N ] ∈ GN denote the pure bargaining game, given by δ[N ]([N ]) = 1 and δ[N ](S) =

0 if S ( [N ]. One can calculate the component games (vi)i for the pure bargaining

game δ[N ] using the formulas in [31]. For example, for N = 2, 3, we have

N = 2 {1} {2} {1, 2}
v1

1
4

-1
4

1
2

v2 -1
4

1
4

1
2
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N = 3 {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3}
v1

1
12

- 1
24

- 1
24

1
8

1
8

-1
4

1
3

v2 - 1
24

1
12

- 1
24

1
8

-1
4

1
8

1
3

v3 - 1
24

- 1
24

1
12

-1
4

1
8

1
8

1
3

Even for such a simple game δ[N ], the formulas in [31, Theorem 3.13] become

increasingly complicated as N grows, and we hardly find any pattern in the values.

However, we can observe that vi can take negative values even if v is nonnegative.

We will now present an extension of the Shapley axioms, which can now char-

acterize the component game values at each coalition state. We will also discuss

how considering a natural random coalition process will inspire the fifth axiom.

4. Generalized Shapley axioms and its dynamic interpretation

Stern and Tettenhorst’s new characterization of the Shapley value (3.11) prompts

us to ask the following question: If the Shapley axioms can characterize the Shapley

value vi([N ]), are there conditions that can also characterize the values vi(S) for all

states S? In other words, are there conditions that can characterize the solutions

to the Poisson’s equation d∗dvi = d∗div for any v ∈ GN? And, if they do exist, will

they have corresponding economic interpretation as the Shapley axioms?

This question is addressed in our first main result, which provides an axiomatic

description of the values vi(S) for every i ∈ [N ] and S ⊆ [N ]. In other words, we

will look for conditions that completely determine the solutions to (3.10).

For this, let G =
⋃
N∈N GN . For i, j ∈ [N ] and S ⊆ [N ], we define Sij ⊆ [N ] by

Sij =


S if S ⊆ [N ] \ {i, j} or {i, j} ⊆ S,

S ∪ {i} \ {j} if i /∈ S and j ∈ S,

S ∪ {j} \ {i} if j /∈ S and i ∈ S.

Given v ∈ GN and i, j ∈ [N ], we define vij ∈ GN by vij(S) = v(Sij). Intuitively, the

contributions of the players i, j in the game v are interchanged in the game vij.

Of course, a coalition game can be considered on any finite set of players M

through a bijection M ↪→ [|M |]. In this sense, we define v−i to be the restricted

game of v on the set of players [N ] \ {i}, i.e., v−i(S) = v(S) for all S ⊆ [N ] \ {i}.
We can now describe our axioms and how they characterize the component games.
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Theorem 4.1. There exists a unique allocation map v ∈ G 7→
(
Φi[v]

)
i∈N satisfying

Φi[v] ∈ GN with Φi[v] ≡ 0 for i > N if v ∈ GN , and also the following conditions:

A1(efficiency): v =
∑

i∈N Φi[v].

A2(symmetry): Φi[v
ij](Sij) = Φj[v](S) for all v ∈ GN , i, j ∈ [N ] and S ⊆ [N ].

A3(null-player): If v ∈ GN and div = 0 for some i ∈ [N ], then Φi[v] ≡ 0, and

Φj[v](S ∪ {i}) = Φj[v](S) = Φj[v−i](S) for all j ∈ [N ] \ {i}, S ⊆ [N ] \ {i}.

A4(linearity): For any v, v′ ∈ GN and α, α′ ∈ R, Φi[αv+α′v′] = αΦi[v] +α′Φi[v
′].

A5(reflection): For any v ∈ GN and S ⊆ [N ] \ {i, j} with i 6= j, it holds

Φi[v](S ∪ {i, j})− Φi[v](S ∪ {i}) = −
(
Φi[v](S ∪ {j})− Φi[v](S)

)
.

Furthermore, the solution vi ∈ GN to (3.10) satisfy A1–A5 with the identification

Φi[v] = vi. In other words, A1–A5 characterizes the solutions {vi}i∈[N ] to (3.10).

In light of this characterization of the component values, our conditions A1–A5

can be viewed as a completion of Shapley’s original four axioms. Among these,

first of all, A1 and A4 are natural analogues of the corresponding Shapley axioms.

The condition in A2 is the same as if the players i, j switched labels. We can

interpret as follows: if the contributions of i, j are interchanged, so are their payoffs.

A3 states that if div = 0, everything is the same as if i is not present. In

other words, if player i contributes no marginal value, the reward of the rest is

independent of the null player i’s participation, thus the player i receives nothing

by efficiency. So Φi[v] ≡ 0 is a consequence rather than a part of the axioms.

We see that A1–A4 are a natural extension of the Shapley axioms now to deal

with different numbers of players N and coalitions S, as well as their symmetric

counterpart Sij. In particular, A1–A4 will determine the Shapley value vi([N ]).

However, A1–A4 appear to be insufficient to fully determine vi(S) for all coalitions

S ⊆ [N ], and our observation is that the reflection condition A5 appears to be the

key to complement A1–A4, on which we will now elaborate.

Recall that in the Shapley formula (2.1), the coalition formation is supposed to

be only increasing, with each step resulting in a player joining a given coalition.

In contrast, let us consider a random coalition process, described by the canonical

Markov chain (XS
n )n∈N0 on the state space V in (3.1) with initial state X0 = S ∈ V ,
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P1 

P2 

P3 

P1 

P2 

P3 

Figure 2. Examples of Shapley’s coalition path and our general
coalition path. The path in this example has no loops, but in general,
our coalition path is allowed to have an arbitrary number of loops.

equipped with the transition probability pS,T from a state S to T given by

pS,T = 1/N if T ∼ S, pS,T = 0 if T 6∼ S.(4.1)

In other words, the process is an unbiased random walk on the hypercube graph,

describing the canonical coalition progression in which every player has an equal

chance of joining or leaving the current coalition state at any time.

Let (Ω,F ,P) denote the underlying probability space for formality. For each

S, T ∈ V and a sample coalition path ω ∈ Ω, let τT = τT (ω) ∈ N denote the first

(random) time the coalition process
(
XS
n (ω)

)
n

visits T . We assume τ ≥ 1, i.e., if

the coalition starts at T , then τT denotes the process’s first return time to T .

Now given a coalition game v ∈ GN , the total contribution of player i along the

sample path ω traveling from S to T can be calculated as

(4.2) ISi (T ) = ISi (T )(ω) :=

τT (ω)∑
n=1

div
(
XS
n−1(ω), XS

n (ω)
)
.

Given that the coalition has progressed from S to T along the path ω, (4.2) rep-

resents player i’s total contribution throughout the progression. Thus, the value

function given by the following stochastic path integral

(4.3) V S
i (T ) :=

∫
Ω

ISi (T )(ω)dP(ω) = E[ISi (T )]
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represents player i’s expected total contribution if the state advances from S to T .

If the initial state is ∅, we omit the upper script and write (Xn)n∈N0 , Ii(·) and

Vi(·). Theorem 4.1 discussed the component games (vi)i, whereas the value function

(Vi)i is defined independently. Rather unexpectedly, it turns out that they coincide.

Proposition 4.2. For each i ∈ [N ], the component game vi solving (3.10), and

the value function Vi in (4.3), coincide, i.e., vi = Vi on V.

Hence, given a coalition game v, the component game value vi(S) for each coali-

tion S ⊆ [N ] can now be interpreted as the player i’s expected total contribution,

thus her fair share, if the coalition state advances from ∅ to S and the player i’s

marginal contribution for each transition is given by div. In view of (3.11), we see

that the Shapley value and the value of our allocation operator at [N ] coincide:

(4.4) φi(v) = Vi([N ]) for all i ∈ [N ].

The summation formulas in (2.2) and (4.3), on the other hand, appear quite differ-

ent. While (2.2) consists of a finite sum along N ! paths in increasing order driven

by permutations σ, the sum in (4.3) is infinite and takes into account all random

paths ω that describe the arbitrary coalition progression.1 Because of this distinc-

tion, while the Shapley formula (2.2) cannot easily be extended to other partial

coalitions S ( [N ], our value function (4.3) immediately extends to all states and

provides its significance as a fair allocation of the collaborative reward v(S) when

S ( [N ]. In this sense, (4.3) can be viewed as an extension of the Shapley formula.

Let us return to the discussion of the reflection axiom A5. In A5, by fixing i and

repeatedly adding or subtracting players j in S, we see that A5 is equivalent to:2

A5’(reflection): For any v ∈ GN , i ∈ [N ] and S, T ⊆ [N ] \ {i}, it holds

(4.5) Φi[v](S ∪ {i})− Φi[v](T ∪ {i}) = −
(
Φi[v](S)− Φi[v](T )

)
.

A5’ is indeed inspired by the stochastic integral representation of the value function

(4.3). Let S, T ⊆ [N ]\{i}, and consider an arbitrary coalition path (see Figure 3)

ω : X0 → X1 → · · · → Xn

1However, see Remark 8.2, where we explain how an infinite number of paths can be effectively
reduced to finitely many paths with appropriate weights.
2The author thanks Ari Stern for pointing out this equivalence.
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{i} 

∪

∪
X2 

X1 

Figure 3. A coalition path from S to T , and its reflection w.r.t. i.

where X0 = S, Xn = T , and each (Xk, Xk+1) is either a forward- or reverse-oriented

edge of the hypercube graph. Then the reflection of ω with respect to i is given by

ω′ : X ′0 → X ′1 → · · · → X ′n

where X ′k := Xk ∪{i} if i /∈ Xk, and X ′k := Xk \ {i} if i ∈ Xk. We observe that the

total contribution of the player i (that is, the sum of div’s) along the paths ω and ω′

has the opposite sign, because whenever the player i joins or leaves coalition along

ω, i leaves or joins coalition along ω′. By integrating over all paths ω traveling from

S to T , and its refection ω′ from T to S, we deduce V
S∪{i}
i (T ∪ {i}) = −V S

i (T ).

Utilizing the fact V S
i (T ) = Vi(T )−Vi(S) (see Lemma 9.3), this is precisely (4.5). 3

Thus, A5 already reflects the idea that the average value of path integration

should be used to determine allocation, and it provides information about the

values at two different states S, T in terms of their relationship with S∪{i}, T∪{i}.
This eventually allows us to determine all of the component values (vi)i∈[N ] on V .

We emphasize the distinction once more: whereas the Shapley formula (2.2) con-

siders coalition processes in the joining direction only, our path integral formula

now allows coalitions to proceed in either direction, which eventually yields a com-

plete characterization of the values Vi(S) for all coalitions S thanks to A5. In this

sense, A1–A5 can be thought of as a completion of the Shapley axioms.

3We further note that A5 is also equivalent to the “constancy condition” (9.2).
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5. Generalized Shapley value: f-Shapley value and its extension

The null-player axiom, which states that a player who contributes no marginal

value to any coalition receives nothing, is arguably the most important of the

Shapley axioms, serving as the key to determining the Shapley value.

It is worth noting that the Shapley value (2.2) for player i can be rewritten as

φi(v) =
1

N !

∑
σ

[ ∑
j∈[N ]

div
(
Sσj , S

σ
j ∪ {j}

)]
,(5.1)

because the only nonzero term in the path-integral, the sum over j in the bracket,

is when j = i. This indicates that the role of the coalition game v is simply yielding

the marginal contribution of player i as the form div. While this may seem like a

reasonable choice for player i’s marginal value, especially in light of Shapley’s null

player axiom, we now claim that it is not the only possibility. Presumably, the only

important property div has is that it belongs to `2(E), i.e., it satisfies the alternating

property. Now we define the player i’s marginal value as an arbitrary edge flow

fi ∈ `2(E), and contend that this is a practically relevant generalization because,

in practice, even when only one player makes progress at a given cooperative stage,

the reward is usually distributed to all players in the cooperation in some way.

For a player whose marginal value is given by f ∈ `2(E), a natural generalization

of the Shapley value can now be given as (cf. (5.1))

φf :=
1

N !

∑
σ

∑
j∈[N ]

f
(
Sσj , S

σ
j ∪ {j}

)
.(5.2)

Notice that the coalition game v ∈ GN is no longer present in the formula.

On the other hand, Stern and Tettenhorst’s component game values vi : V → R
can be generalized as the unique solution vf to the Poisson’s equation (cf. (3.10))

(5.3) d∗dvf = d∗f with vf (∅) = 0,

where div is now replaced by f . Then analogous to Proposition 4.2, vf allows for

the stochastic integral representation (see Theorem 7.3 for more general result)

(5.4) vf (T ) =

∫
Ω

τT (ω)∑
n=1

f
(
Xn−1(ω), Xn(ω)

)
dP(ω) = E

[ τT∑
n=1

f
(
Xn−1, Xn

)]
,
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again allowing us to interpret vf (T ) as the player’s expected total contribution,

thus her fair share, if the coalition state advances from ∅ to T and the player’s

marginal contribution for each transition is now given by an arbitrary edge flow f .

We can now generalize the coincidence result (3.11) into the following.

Proposition 5.1. φf = vf ([N ]) for any edge flow f on the coalition game graph.

Notice (3.11) becomes a special case precisely when f is given by div for v ∈ GN .

In light of the proposition, we may call φf the f -Shapley value, with vf : V → R
its extension to all partial coalition states.

An example of “less-strict” marginal value allocation may be given as follows.

Given α ∈ R, N players and a coalition game v ∈ GN , let us define player i’s

marginal value by (cf. (3.9))

(5.5) fα,i
(
S, S ∪ {j}

)
:=

α
(
v(S ∪ {i})− v(S)

)
if j = i,

(1−α)
N−1

(
v(S ∪ {j})− v(S)

)
if j 6= i.

Note that fα,i = div if α = 1. For α ∈ (0, 1), the marginal value allocation

scheme (5.5) is such that for the transition from S to S ∪{i}, player i receives the

α proportion of the marginal value v(S ∪ {i}) − v(S), and the rest of the value

(1−α)
(
v(S∪{i})−v(S)

)
is equally distributed to the rest of the players [N ]\{i}.

We may call φfα,i the α-Shapley value, with vfα,i its extension. Now the null-player

axiom may not hold for the α-Shapley value, as the following example shows.

Example 5.2. Let N = 2, and v ∈ G2 be given by v(∅) = v({2}) = 0, v({1}) =

v({1, 2}) = 1. Note that d2v = 0, thus the Shapley value φ2(v) = 0 for player 2. On

the other hand, the α-Shapley value for player 2 can be easily calculated as 1− α.

Player 2 continues to receive the 1− α portion of the grand coalition value.

We now examine the values (5.2) and (5.4) in the context of the glove game.

Example 5.3 (Glove game revisited). We revisit the glove game from Example 2.2

and calculate the the values (5.2) and (5.4), but this time with modified marginal

values of players (5.5). For α-Shapley values, we should calculate, with fi := fα,i,

φα,i(v) =
1

6

∑
σ

[
fi(∅, {σ(1)}) + fi({σ(1)}, {σ(1), σ(2)}) + fi({σ(1), σ(2)}, {1, 2, 3})

]
,
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where fi(∅, {σ(1)})+fi({σ(1)}, {σ(1), σ(2)})+fi({σ(1), σ(2)}, {1, 2, 3}) represents

the total contribution of player i along the coalition path σ. For example, if σ =

(1, 2, 3) (that is, the player 1 joins first, followed by the players 2 and 3), this sum

equals 1−α
2

for i = 1, 3 and α for i = 2, because a pair of gloves is made precisely

when the player 2 joins in this path. Thus, player 1 contributes marginal value
1−α

2
when joining the coalition first (2 of 6 permutations) and marginal value α

otherwise (4 of 6 permutations), so φα,1(v) = 1+3α
6

. Efficiency and symmetry then

yield φα,2(v) = φα,3(v) = 5−3α
12

. We notice this allocation coincides with the Shapley

value if α = 1, and player 1 receives more than players 2, 3 if and only if α > 1
3
.

For the extended allocation (5.4), we need to solve the Poisson’s equation

(5.6) d∗dvfi = d∗fi with initial condition vfi(∅) = 0, i = 1, 2, 3.

Let us denote the vertices of the unit cube by n0 = (0, 0, 0), n1 = (1, 0, 0), n2 =

(0, 1, 0), n3 = (0, 0, 1), n4 = (1, 1, 0), n5 = (1, 0, 1), n6 = (0, 1, 1), n7 = (1, 1, 1).

The matrix representation of d and the marginal values f1, f2, f3 are given by



n0 n1 n2 n3 n4 n5 n6 n7

(n0,n1) −1 1 0 0 0 0 0 0

(n0,n2) −1 0 1 0 0 0 0 0

(n0,n3) −1 0 0 1 0 0 0 0

(n1,n4) 0 −1 0 0 1 0 0 0

(n2,n4) 0 0 −1 0 1 0 0 0

(n1,n5) 0 −1 0 0 0 1 0 0

(n3,n5) 0 0 0 −1 0 1 0 0

(n2,n6) 0 0 −1 0 0 0 1 0

(n3,n6) 0 0 0 −1 0 0 1 0

(n4,n7) 0 0 0 0 −1 0 0 1

(n5,n7) 0 0 0 0 0 −1 0 1

(n6,n7) 0 0 0 0 0 0 −1 1



,



f1 f2 f3

(n0,n1) 0 0 0

(n0,n2) 0 0 0

(n0,n3) 0 0 0

(n1,n4)
1−α

2
α 1−α

2

(n2,n4) α 1−α
2

1−α
2

(n1,n5)
1−α

2
1−α

2
α

(n3,n5) α 1−α
2

1−α
2

(n2,n6) 0 0 0

(n3,n6) 0 0 0

(n4,n7) 0 0 0

(n5,n7) 0 0 0

(n6,n7) α 1−α
2

1−α
2



,

with d∗ represented by the transpose matrix of d. L = d∗d represents the Lapla-

cian. In view of the initial condition, we need to solve L0wi = d∗fi, where L0 is a

8× 7 matrix equal to L with the first column removed; then wi ∈ R7 coincides with
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vfi for each nonempty S ⊆ {1, 2, 3}. Since wi is unique, it is given by

(5.7) wi = (L∗0L0)−1L∗0d∗fi, i = 1, 2, 3.

Solving (5.7), we obtain the following extended allocation table.

{1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3}
vf1 − 5

24
+ 5α

8
5
48
− 5α

16
5
48
− 5α

16
3
16

+ 7α
16

3
16

+ 7α
16

1
8
− 3α

8
1
6

+ α
2

vf2
5
48
− 5α

16
− 1

12
+ α

4
− 1

48
+ α

16
5
16

+ α
16

1
2
− α

2
− 1

16
+ 3α

16
5
12
− α

4

vf3
5
48
− 5α

16
− 1

48
+ α

16
− 1

12
+ α

4
1
2
− α

2
5
16

+ α
16
− 1

16
+ 3α

16
5
12
− α

4

We see that vfi({1, 2, 3}) = φα,i(v); the extended allocation at the grand coalition

coincides with the α-Shapley value, as claimed in Proposition 5.1.

The author believes that finding generalized Shapley axioms that can characterize

the extended allocation scheme corresponding to the marginal value (5.5) and many

other possible choices is an interesting question for future research.

6. Generalized Nash-Kohlberg-Neyman’s value for strategic games

In this section, we further explore the economic significance of our findings by

discussing the Nash’s and Kohlberg–Neyman’s value allocation scheme for the

strategic cooperative games, and explaining how their axiomatic notion of value

can be reinterpreted and extended to all partial coalitions using the theory we

have developed thus far.

According to Kohlberg and Neyman [11], a strategic game is a model for a mul-

tiperson competitive interaction. Each player chooses a strategy, and the combined

choices of all the players determine a payoff to each of them. A problem of interest

in game theory is the following: How to evaluate, in advance of playing a game,

the economic worth of a player’s position? A “value” is a general solution, that is,

a method for evaluating the worth of any player in a given strategic game.

According to [11], a strategic game is defined by a triple G = ([N ], A, g), where

· [N ] = {1, 2, ..., N} is a finite set of players,

· Ai is the finite set of player i’s pure strategies, and A =
∏N

i=1A
i,

· gi : A→ R is player i’s payoff function, and g = (gi)i∈[N ].

The same notation, g, is used to denote the linear extension

· gi : ∆(A)→ R,

where for any set K, ∆(K) denotes the probability distributions over K.
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For each coalition S ⊆ [N ], we also denote

· AS =
∏

i∈S A
i, and

· XS = ∆(AS) (correlated strategies of the players in S).

Let G([N ]) be the set of all N -player strategic games. Consider γ : G([N ])→ RN

that associates with any strategic game an allocation of payoffs to the players. Now,

Kohlberg and Neyman [11] proposed a set of axioms for characterizing γ, the core

concept of which is the following definition of the threat power of coalition S:

(6.1) (δG)(S) := max
x∈XS

min
y∈X[N ]\S

(∑
i∈S

gi(x, y)−
∑
i/∈S

gi(x, y)

)
.

The threat power of S (to the other party [N ] \ S) can be read as the maximum

difference between the sum of the players’ payoffs in S and the sum of the other

party’s payoffs, regardless of what collective strategies the other party employs.

Then Kohlberg and Neyman demonstrated that the axioms of Efficiency (the

sum of all players’ payoffs, i.e., (δG)([N ]), is fully distributed among the players),

Balanced threats (see below), Symmetry (equivalent players receive equal amounts),

Null player (a player having no strategic impact on players’ payoffs has zero value),

and Additivity (the allocation is additive on strategic games) uniquely determine

an allocation γ; see [11] for details. Moreover, they showed that such allocation γ

generalizes the Nash solution for two-person games [21] into N -person games.

Among the axioms, the key axiom of balanced threats asserts the following:

· If (δG)(S) = 0 for all S ⊆ [N ], then γi = 0 for all i ∈ [N ].

Namely, if no coalition S has threat power over the other party, the allocation is

zero for all players. From now on, let γ = (γ1, ..., γN) denote the unique allocation

determined by the above five axioms. [11] then provides an explicit formula for γ:

(6.2) γiG =
1

N !

∑
σ

(δG)
(
S̄σi
)
,

where the summation is over all permutations σ of the set [N ], Sσi is the subset

consisting of those j ∈ [N ] that precede i in the ordering σ, and S̄σi := Sσi ∪ {i}.
Now we will focus on the value allocation formula (6.2) and manipulate it as

follows. By minimax principle, it is easily seen that (δG)(S) = −(δG)([N ] \ S).
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This antisymmetry implies

γiG =
1

N !

∑
σ

(δG)
(
S̄σi
)
− (δG)

(
[N ] \ S̄σi

)
2

=
1

2N !

∑
σ

(δG)
(
S̄σi
)
− 1

2N !

∑
σ

(δG)
(
[N ] \ S̄σi

)
=

1

2N !

∑
σ

(δG)
(
S̄σi
)
− 1

2N !

∑
σ

(δG)
(
Sσi
)
.(6.3)

Motivated by this, let us define the coalition game v = vG : 2[N ] → R as follows:

(6.4) v(S) :=
(δG)(S) + (δG)([N ])

2
=

(δG)([N ])− (δG)([N ] \ S)

2
.

The value function v(S) may be interpreted as the grand coalition value (δG)([N ])

subtracted by the threat power of the other party [N ] \ S, with a factor of 1/2.

By the fact that the value function v is simply a translation of δG/2, we have

(6.5) div(Sσi ) = v(S̄σi )− v(Sσi ) =
(δG)

(
S̄σi
)
− (δG)

(
Sσi
)

2
.

In view of (6.3), we arrive at the following alternative expression for γiG:

(6.6) γiG =
1

N !

∑
σ

div(Sσi ).

We observe that this is the Shapley value (2.2) for the coalition game v = vG. Then

we recall that [31] defines the component game vi for each i ∈ [N ] as the unique

solution in GN to the equation d∗dvi = d∗div, and shows that the component game

value at the grand coalition coincides with the Shapley value, that is, vi([N ]) = γiG

in this context. With this, Proposition 4.2 now allows us to conclude the following.

Theorem 6.1 (Parametrized extension of Kohlberg–Neyman’s value to all states).

Given a strategic game G ∈ G([N ]), let v ∈ G(2[N ]) be the coalition game defined

by (6.4). Let α ∈ R, and (Xn)n∈N0 denote the coalition process (4.1) with X0 = ∅.
Then for each player i ∈ [N ] and coalition S ⊆ [N ], the value allocation operator

Vα,i(S) := E
[ τS∑
n=1

fα,i
(
Xn−1, Xn

)]
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where fα,i is given by (5.5), extends Kohlberg–Neyman’s value in the sense that

V1,i([N ]) = γiG. Furthermore, if α = 1, the conditions A1–A5 in Theorem (4.1)

characterizes the value V1,i(S) for all coalitions S ⊆ [N ], including the value γiG.

Proof. [31] showed vi([N ]) = γiG, where vi ∈ GN is the solution to (3.10). Proposi-

tion 5.1 then yields vi = V1,i on 2[N ]. The final claim follows from Theorem 4.1. �

We note that Kohlberg and Neyman also introduce the concept of Bayesian

games, which is a game of incomplete information in the sense that the players do

not know the true payoff functions, but only receive a signal that is correlated with

the payoff functions; see [11] for details. In this context, the threat power, (δBG)(S),

of a coalition S in the Bayesian game G remains antisymmetric, i.e., (δBG)(S) =

−(δBG)([N ] \S), and the value allocation also satisfies the representation formula

(6.2). As a result, we can conclude that the value of Bayesian games still admits

the stochastic path-integral extension for all coalitions, as shown in Theorem 6.1.

We should note that this section only attempted to summarize some of the

key concepts of Kohlberg and Neyman’s work; fully explaining it is beyond the

scope of this paper and the author’s ability. Instead, we refer to [11, 12] for a

comprehensive development of the concept of value and a detailed review of the

historical development of ideas surrounding it, as well as several applications to

various economic models.

7. Generalized cooperative network and Hodge allocation

So far, we have made generalizations of Shapley’s cooperative value allocation

theory in various ways, with the key idea being the consideration of the coalition

game graph (3.1), the Poisson’s equation (5.3), and its stochastic path integral

solution representation (5.4). Nonetheless, this keeps prompting the author to ask:

why should we limit ourselves to the coalition game graph?

While the equation (3.10) considered in [31] cannot be defined on a general graph

due to the presence of the partial differentiation operator div, which requires the

hypercube graph structure, our generalization (5.3) can. This leads us to consider

a cooperative game graph G = (V , E), which is a general connected graph with V a

finite set of states and E a set of edges. It should be noted that now each S ∈ V is

not necessarily a subset of [N ], but V now represents an arbitrary finite set, with

each S ∈ V describing a general cooperative situation. For example, S, T ∈ V may
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T 
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S 

Figure 4. A cooperative graph can have an arbitrary structure.
Each edge has a forward and reverse direction associated to it.

both represent cooperations among the same group of players but working under

different conditions and/or producing different outcomes, and so on.

As an example of the situation of interest, we may consider the following: Let

V represent the set of all possible states of a given project, in which the project

manager, or principal, wishes to reach the project completion state F ∈ V . The

state can move from S to T with a certain probability, if there is an edge between

them. For the project’s advancement, the manager hires N agents, or employees.

Question: Given the principal’s reward function in each state and her payoff

function to agents at each state transition, what is her expected revenue when the

project is completed, and what is her expected liability to each agent?

The question naturally prompts us to consider a general Markov chain (XU
n )n∈N0

on the state space V with initial state X0 = U , which is governed by the transition

probability pS,T which expresses the likelihood of a transition from a state S to T .

Let (S, T ) ∈ E denote a forward edge directed from S to T , with its reverse

(T, S) ∈ E−. Set E := E ∪ E−.4 Let `2(E) represent the set of edge flows f : E → R
satisfying the alternating property f(T, S) = −f(S, T ). Motivated from Section 5,

we continue to assume that each agent i = 1, 2, ..., N is associated with an edge

flow fi ∈ `2(E), which represents the agent i’s marginal contribution measure.

Let (Ω,F ,P) denote the underlying probability space for the Markov chain. For

each S, T ∈ V and a sample path ω ∈ Ω, let τT = τT (ω) ∈ N denote the first

(random) time the Markov chain
(
XS
n (ω)

)
n

visits T . We assume τ ≥ 1; if Markov

chain starts at T , then τT denotes the Markov chain’s first return time to T .

4Thus E ∩ E− = ∅, and for each S 6= T in V, either (S, T ) ∈ E , or (S, T ) ∈ E−, or (S, T ) /∈ E .
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Given a f ∈ `2(E) which represents a marginal value of an agent, we then define

the agent’s total contribution along the sample path ω traveling from S to T by

(7.1) ISf (T ) = ISf (T )(ω) :=

τT (ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)
.

The space V can represent all possible project progress states, and f(U, V ) repre-

sents the marginal contribution value of an agent when the state moves from U

to a neighbor state V . Given that the project state has progressed from S to T

along the path ω, (7.1) represents the agent’s total contribution throughout the

progression. In view of this, we can refer to the Markov chain as a cooperative

process. The value function can then be defined via the stochastic path integral

(7.2) V S
f (T ) :=

∫
Ω

ISf (T )(ω)dP(ω) = E[ISf (T )].

V S
f (T ) represents the agent’s expected total contribution if the state advances from

S to T , where f represents the agent’s marginal contribution for each transition.

We can now provide a general answer to the question as follows. Let V repre-

sent the project state space in which the manager wishes to achieve the project

completion state F ∈ V . Let v : V → R denote the manager’s revenue, i.e., v(U)

represents the manager’s revenue if the project terminates at the state U . Let

[N ] = {1, ..., N} denote the employees with their marginal contribution measures

f1, ..., fN ∈ `2(E). Because it is her contribution and share, the manager must pay

fi(S, T ) to the employee i at each state transition from S to T . Thus, the manager’s

surplus in this single transition is given by v(T )− v(S)−
∑

i fi(S, T ).

Now the manager’s revenue problem is: What is the manager’s expected revenue

if they begin at the initial project state (say O, where we may assume v(O) = 0)

and the manager’s goal is to reach the project completion state F?

We can observe that the answer is v(F )−
∑

i V
O
fi

(F ), where V O
fi

is given by (7.2).

(So if this is negative, the manager may decide not to begin the project at all.)

Furthermore, in the middle of the project, the manager may want to recalculate

her expected gain or loss. That is, suppose the current project status is T , and they

arrived at T via a specific path ω, and thus the manager has paid the payoffs, i.e.,

the path integrals (7.1), to the employees. The manager may wish to recalculate
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the expected gain if she decides to proceed from T to F . This is now provided by

v(F )− v(T )−
∑
i

V T
fi

(F ),

and the manager can make decisions based on the expected revenue information.

Remark 7.1 (On efficiency). Shapley’s efficiency axiom is a crucial ingredient for

characterizing his value allocation scheme; without it, it is difficult to establish the

uniqueness of the allocation. The efficiency axiom is equally important for our new

set of axioms to produce a unique allocation for each partial coalition state.

Our description of the principal-agent allocation problem, on the other hand,

shows that efficiency is merely a constraint, which is equivalent to declaring that the

principal’s marginal surplus v(T )− v(S)−
∑

i fi(S, T ) is identically zero for every

(S, T ) ∈ E. The principal enters the problem as soon as we relax this vanishing

constraint, and v : V → R then represents her value at each cooperative state. The

crucial difference between principal and agents is that the value of the principal

is represented as a function on V, whereas the (marginal) value of the agents is

represented as edge flows on E. Finally, we can recover the efficiency condition by

imposing the condition dv =
∑

i fi, as was the case for the α-Shapley value (5.5).

As an example of a general cooperative game network, we may describe the

merger game graph, which differs significantly from the coalition game graph (3.1).

Example 7.2 (Merger game graph). Given [N ] = {1, 2, ..., N} the set of players,

we consider a graph G = (V , E) where each S ∈ V describes a partition of [N ]. For

example, if N = 6, then U = {{1, 2}, {3, 4, 5}, {6}}, V = {{1, 2}, {3, 4, 5, 6}}, W =

{{1, 2}, {3}, {4, 5}, {6}} are examples of elements in V. Then any assignment of

transition probabilities P = (pS,T ){(S,T )∈E}, together with marginal values of players

f1, ..., fN ∈ `2(E), may describe a merger game, for which V S
f1

(T ), ..., V S
fN

(T ) will

yield values of players given the initial and terminal merger states S and T .

For example, we may only allow one splitting or merging in each transition, so

that given the states U, V,W above, pU,V , pV,U , pU,W , pW,U can be assumed positive,

but pV,W = pW,V = 0. This results in a reduced and interesting game structure.

The preceding discussions naturally lead to the question of how to evaluate the

value function (7.2), which represents an infinite sum of all possible paths between
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{{1,2,3},{4}}       {{1,2,4},{3}}       {{1,2},{3,4}}       {{1,3},{2,4}}       {{1,4},{2,3}}       {{1,3,4},{2}}       {{2,3,4},{1}}   

{{1,2},{3},{4}}       {{1,3},{2},{4}}       {{1,4},{2},{3}}       {{2,3},{1},{4}}       {{2,4},{1},{3}}       {{3,4},{1},{2}}

{{1},{2},{3},{4}} 

{1,2,3,4}

Figure 5. Merger game graph with four players.

states. As the graph gets more complicated, this can quickly become intractable;

for example, the merger game graph becomes extremely complex as N grows.

The second major contribution of this paper is to reveal the relationship between

the value function and the Poisson’s equation on graphs with Hodge differential

structure, when the transition probability represents a reversible Markov chain.

To describe, let `2(V) be the space of functions V → R with the inner product

(7.3) 〈u, v〉 :=
∑
S∈V

u(S)v(S).

Let λ : E → R+ define the edge weight, satisfying λ(T, S) = λ(S, T ) ≥ 0 (i.e., no

sign alternation) for all S, T ∈ V . We declare that there is an edge between S and

T , i.e., (S, T ) ∈ E , if and only if λ(S, T ) > 0. Given an edge weight λ, we denote

by `2
λ(E) the space of functions E → R equipped with the weighted inner product

(7.4) 〈f, g〉λ :=
∑

(S,T )∈E

λ(S, T )f(S, T )g(S, T )

with the alternating property f(T, S) = −f(S, T ). We then consider the operators

d and its adjoint d∗ as before: the gradient d: `2(V)→ `2
λ(E) is given by

(7.5) dv(S, T ) := v(T )− v(S)
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with its adjoint d∗ : `2(E)→ `2
λ(V), the divergence, now given by

d∗f(S) =
∑
T∼S

λ(T, S)f(T, S)(7.6)

where T ∼ S denotes λ(S, T ) > 0, i.e., S and T are adjacent. The Laplacian is

then defined by the operator d∗d : `2(V)→ `2(V).

We now consider the Markov chain whose transition probability has the form

pS,T =
λ(S, T )∑
U∼S λ(S, U)

.(7.7)

(7.7) represents a random walk on the graph. This includes the previous coalition

process (4.1) as a special case, for which λ ≡ 1 and G is the coalition graph (3.1).

The Markov chain (7.7) is known to be time-reversible, which means that there

exists a stationary distribution π = (πS)S∈V , satisfying πSpS,T = πTpT,S for all

S, T ∈ V . One important implication of reversibility is that every loop and its

inverse loop have the same probability of being realized, that is (see Ross [26])

(7.8) pS,S1pS1,S2 . . . pSn−1,SnpSn,S = pS,SnpSn,Sn−1 . . . pS2,S1pS1,S,

which property turns out to be crucial for us to establish the following result.

Theorem 7.3. Let f ∈ `2
λ(E) and let the Markov chain (7.7) be defined on a

weighted connected graph (G, λ). Then V S
f uniquely solves the Poisson’s equation

(7.9) d∗dV S
f = d∗f with V S

f (S) = 0.

Notice the theorem includes Proposition 4.2 and the identity 5.4 as special cases,

and allows us to evaluate the potentially intractable value function V S
f by solving a

tractable problem of solving a system of least-squares linear equations (7.9). In light

of this, we shall call V S
f (·) and its defining equation (7.9) Hodge allocation, which,

in view of Proposition 5.1, can be thought of as a generalization of the Shapley

formula into general cooperative network. We conclude this section by emphasizing

the distinction: The initial state in the Shapley formula is always assumed to be ∅
(no one in the coalition), with the grand coalition [N ] always being the terminal

state. In our framework, however, any two states S, T on any arbitrary graph can

serve as the initial and terminal states of a cooperative process.
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8. Further generalization: multigraphs as cooperative networks

In this final section, we will look at how we can generalize our previous discussion

for multigraphs, which can describe more general cooperative networks.

In graph theory, a multigraph is a graph that allows for multiple edges (also

known as parallel edges), that is, edges with the same end nodes. As a result, two

vertices can be linked by more than one edge. We assume that edges have their

own identity, implying that edges, like nodes, are primitive entities. When multiple

edges connect two nodes, they are considered separate edges.

The motivation for using multigraphs to describe a cooperative network is clear:

even if a cooperative state S is transitioned to T , each agent’s marginal contribution

can vary depending on which route, i.e., edge, is taken for the transition. Each edge

now represents a different project transition process, and the marginal contribution

of agent i can now be assessed differently for each edge. This also explains why we

allow the graph to have loops: even if all employees work hard to make progress,

it is possible that no progress is made and the project remains in the same state.

Even in this case, the manager is still obligated to pay the employees’ wages.

Our final goal is to extend Theorem 7.3 into this context, thereby defining the

Hodge allocation for multigraphs. Let κ : V × V → N ∪ {0} represent the number

of edges between two states, satisfying the symmetry κ(S, T ) = κ(T, S). κ(S) :=

κ(S, S) counts the number of loops at S. Then for each S, T ∈ V (where S = T is

possible), let ek,+S,T ∈ E represent the kth forward-edge between S and T , with its

reverse ek,−S,T ∈ E−. Set E = E ∪ E−. For an oriented edge e ∈ E , let I(e), J(e) be its

initial and terminal state. Then we have I(ek,+S,T ) = J(ek,−S,T ) and I(ek,−S,T ) = J(ek,+S,T ).5

Let `2(V) be as before, and λ : E → (0,∞) define the edge weight with symmetry

λ(ek,+S,T ) = λ(ek,−S,T ). Let `2
λ(E) be the space of edge flows with the inner product

(8.1) 〈f, g〉λ :=
∑
e∈E

λ(e)f(e)g(e)

satisfying the alternating property f(ek,+S,T ) = −f(ek,−S,T ). The gradient d: `2(V) →
`2
λ(E) can naturally be defined by

(8.2) dv(e) := v
(
J(e)

)
− v
(
I(e)

)
, e ∈ E .

5I(ek,+S,T ), for example, can be either S or T and is not always S. The subscript S, T does not

indicate orientation, but rather that ek,+S,T is an oriented edge between S, T , with its reverse ek,−S,T .
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T 

V 

U 

W 

S 

R 

Figure 6. Multiple edges can exist between nodes in a multigraph.

Then its adjoint d∗ : `2(E)→ `2
λ(V), the divergence, is given by

d∗f(S) =
∑

e∈E, J(e)=S

λ(e)f(e) =
∑

e∈E, J(e)=S, I(e) 6=S

λ(e)f(e)(8.3)

where the second identity is because the loop edges are effectively discarded in the

sum, since J(ek,+S,S ) = J(ek,−S,S ) = S, λ(ek,+S,S ) = λ(ek,−S,S ) and f(ek,+S,S ) = −f(ek,−S,S ).

On a multigraph, we can continue to define the random cooperative process, the

Markov chain (XU
n )n∈N0 on the state space V with initial state X0 = U , driven

by the transition probabilities p(e) for each e ∈ E , where p(e) now represents the

probability of the process proceeding from I(e) to J(e) via the edge e.

Now, the standard notation (Xn)n for stochastic processes can be insufficient in

this context because we are interested not only in the states we travel through, but

also in the actual path, i.e., the edges we travel through. As a result, we are led to

consider an E-valued process (en)n∈N, where en = en(ω) ∈ E represents the edge we

traverse following its orientation. Thus we have I(en+1) = J(en), andXn := I(en+1)

represents the usual Markov chain on V . This allows us to analogously represent

an agent’s total contribution along the path ω traveling from S to T by

(8.4) ISf (T ) = ISf (T )(ω) :=

τT (ω)∑
n=1

f
(
en(ω)

)
,

where f ∈ `2(E) represents the marginal value of the agent, and τT (ω) denotes the

first time the process
(
XS
n (ω)

)
n

visits T . Finally, the value function is defined by

(8.5) V S
f (T ) :=

∫
Ω

ISf (T )(ω)dP(ω) = E[ISf (T )],

which is the agent’s expected total contribution if the state advances from S to T .
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In order to generalize Theorem 7.3, the final property we need is the Markov

chain’s reversibility. For this, we can assume the transition probability is given by

(8.6) p(e′) =
λ(e′)∑

e∈E, I(e)=I(e′) λ(e)
, e′ ∈ E .

This implies that any loop and its inverse have equal probability of being realized

(8.7) p(e1)p(e2) . . . p(en) = p(e−n )p(e−n−1) . . . p(e−1 )

whenever J(ei) = I(ei+1), i = 1, ..., n with en+1 := e1, and e−i denotes the reverse

edge of ei. Now we are ready to present our final generalization for Hodge allocation.

Theorem 8.1. Theorem 7.3 continues to hold for any f ∈ `2
λ(E) and the reversible

Markov chain (8.6) defined on any weighted connected multigraph (G, λ).

Due to this theorem, the Hodge allocation operator (8.5) can now be effectively

calculated by solving the Poisson’s equation (7.9) on any cooperative multigraph

if the underlying cooperative process satisfies the reversibility (8.7).

Remark 8.2 (From infinite to finite paths). The definition of the value function

V S
f (·) in (8.5) involves the sum of an infinite number of path integrals from S to T ,

even when the underlying graph has a finite number of nodes and edges. This is due

to the fact that we allow paths to contain loops. However, if two essential conditions

are met — the alternating property of edge flows `2
λ(E) and reversibility (8.7) —

we can effectively reduce the sum to a finite number of appropriately weighted

paths with no loops. For the sake of simplicity, let us consider the standard graph

discussed in Section 7, though the same remark applies to multigraphs as well.

A path X0 → X1 → · · · → Xk has no (internal) loop if X0, ..., Xk are all distinct,

with the exception of the possibility X0 = Xk, i.e., the path itself can be a loop. If

a graph G = (V , E) is finite, then there are finitely many paths with no loops for

any S, T ∈ V. Let NS,T represent the collection of such no-loop paths from S to T .

For instance, in Figure 4, NS,T consists of the following three paths:

S → T, S → V → U → T, S → V → W → U → T.
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On the other hand, let CS,T represent the collection of all paths from S to T , that

is, X0 = S, Xk = T , and Xi 6= T for all 1 ≤ i ≤ k − 1. We now assert:

(8.8) V S
f (T ) =

∑
ω̃=(X0,...,Xk)∈NS,T

µ(ω̃)
k∑

n=1

f(Xn−1, Xn)

for some probability µ on NS,T , i.e.,
∑

ω̃∈NS,T µ(ω̃) = 1 with µ(ω̃) > 0 for every ω̃.

What probability µ will make (8.8) hold? Let us say ω ∈ CS,T and ω̃ ∈ NS,T are

equivalent, denoted by ω ∼ ω̃, meaning that if all internal loops in ω are removed,

it equals ω̃. For example, in Figure 4, the path S → V → W → U → V → W →
U → T is equivalent to S → V → W → U → T . Notice then ∼ yields a partition

of CS,T , with each ω̃ ∈ NS,T representing a partition. Now µ is defined by:

(8.9) µ(ω̃) = P({ω | ω ∼ ω̃}) =

∫
{ω |ω∼ω̃}

dP(ω)

where P is the law of the Markov chain, so for ω = (X0, X1, ..., Xk), we have

dP(ω) =
∏k

n=1 pXn−1,Xn = pX0,X1pX1,X2 . . . pXk−1Xk .

As an example, for the pure bargaining game δ[2] with two players, consider initial

and terminal states as ∅ and {1}. There are two no-loop paths: ω̃1 = (∅, {1}) and

ω̃2 = (∅, {2}, {1, 2}, {1}). If we assign 1/2 to ω̃1 and (1/2)3 = 1/8 to ω̃2 according

to their lengths, it fails to sum to 1, and it will not yield a proper weight assignment.

Now consider the unbiased random walk {Xn}n≥0 with X0 = ∅. With probability

1/2, X1 = {1} or {2}. In the latter case X1 = {2}, due to graph symmetry, the

random walk will eventually arrive at {1} via ∅ or {1, 2} with equal probability 1/2.

Notice this tells us that µ(ω̃1) = 1/2+1/2 ·1/2 = 3/4 and µ(ω̃2) = 1/2 ·1/2 = 1/4.

Now the path integral of d1v along ω̃1 is 0, while along ω̃2 is 1, resulting in player 1’s

value at {1} as 3/4·0+1/4·1 = 1/4. Similarly, the path integral of d2v along ω̃1 is 0,

while along ω̃2 is −1, yielding player 2’s value at {1} as 3/4 ·0+1/4 ·(−1) = −1/4.

This is the component game values v1({1}) and v2({1}), verifying (8.8) in this case.

For establishing (8.8) in general, the alternating property of edge flows and the

reversibility of the Markov chain will be crucial, which implies that the path integral

of an edge flow along a loop and its reverse loop must have the opposite sign while

having the same probability of the loops being realized, and thus cancel out in the

sum (8.8). This observation is also important for the proof of Lemma 9.3 (which

is then the key to the proofs of Theorems 7.3 and 8.1) and is discussed in detail in
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the following section, so we skip the proof of (8.8) here. If, on the other hand, at

least one of the two conditions fails, the author does not expect the reduction (8.8)

to hold in general. This further signifies the importance of the two conditions, and

their interplay.

9. Proofs of the results

We will now present proofs. Results will be restated for the reader’s convenience.

Theorem 9.1. There exists a unique allocation map v ∈ G 7→
(
Φi[v]

)
i∈N satisfying

Φi[v] ∈ GN with Φi[v] ≡ 0 for i > N if v ∈ GN , and also the following conditions:

A1(efficiency): v =
∑

i∈N Φi[v].

A2(symmetry): Φi[v
ij](Sij) = Φj[v](S) for all v ∈ GN , i, j ∈ [N ] and S ⊆ [N ].

A3(null-player): If v ∈ GN and div = 0 for some i ∈ [N ], then Φi[v] ≡ 0, and

Φj[v](S ∪ {i}) = Φj[v](S) = Φj[v−i](S) for all j ∈ [N ] \ {i}, S ⊆ [N ] \ {i}.

A4(linearity): For any v, v′ ∈ GN and α, α′ ∈ R, Φi[αv + α′v′] = αΦi[v] + α′Φi[v
′].

A5(reflection): For any v ∈ GN and S ⊆ [N ] \ {i, j} with i 6= j, it holds

Φi[v](S ∪ {i, j})− Φi[v](S ∪ {i}) = Φi[v](S)− Φi[v](S ∪ {j}).

Furthermore, the solution vi ∈ GN to (3.10) satisfy A1–A5 with the identification

Φi[v] = vi. In other words, A1–A5 characterizes the solutions {vi}i∈[N ] to (3.10).

Proof. Recall that A5 is equivalent to A5’, i.e., for any S, T ⊆ [N ] \ {i}, it holds

(9.1) Φi[v](S ∪ {i})− Φi[v](T ∪ {i}) = −
(
Φi[v](S)− Φi[v](T )

)
.

We claim that A1–A5’ determines the linear operator Φ uniquely (if exists). For

each N ∈ N, define the basis games δS,N of GN for every S ⊆ [N ], S 6= ∅, by

δS,N(S) = 1, δS,N(T ) = 0 if T 6= S.

We proceed by an induction on N . The case N = 1 is already from A1. Suppose

the claim holds for N − 1, so Φi[δS,N−1] are determined for all S ∈ 2[N−1] \ {∅}.
Now define the games ∆(S,S∪{i}) ∈ GN for each i ∈ [N ], S ⊆ [N ] \ {i}, S 6= ∅, by

∆(S,S∪{i})(T ) = 1 if T = S or T = S ∪ {i}, ∆(S,S∪{i})(T ) = 0 otherwise.

Notice then A3 (and induction hypothesis) determines Φ for all ∆(S,S∪{i}) ∈ GN .

Then thanks to A4, to prove the claim, it is enough to show that A1–A5’ can
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determine Φ for the pure bargaining game δ := δ[N ],N , because for any S ⊆ [N ],

we can write δS,N as the following sign-alternating sum

δS,N = ∆(S,S∪{i1}) −∆(S∪{i1},S∪{i1,i2}) + ∆(S∪{i1,i2},S∪{i1,i2,i3}) − · · · ± δ[N ],N .

By A2,
∑

S⊆[N ] Φi[δ](S) is constant for all i ∈ [N ], thus equals 1/N by A1. Define

ui(S) := Φi[δ](S)− 1

N2N
for all S ⊆ [N ]

so that ui(∅) = − 1
N2N

and
∑

S⊆[N ] ui(S) = 0 for all i. Now observe A5’ implies:

ui(S) + ui(S ∪ {i}) is constant for all S ⊆ [N ] \ {i}, hence it is zero.

This determines ui thus Φi[δ] as follows: suppose ui(S) has been determined for

all i and |S| ≤ k− 1. Let |T | = k ≤ N − 1. Then we have ui(T ) = −ui(T \ {i}) for

all i ∈ T and it is constant (say ck) by A2. Using A1 and A2, we then observe

0 = δ(T ) =
∑
i∈[N ]

Φi[δ](T ) =
∑
i∈[N ]

(
ui(T ) +

1

N2N

)
,

yielding
∑

i∈[N ] ui(T ) = −1/2N . With ui(T ) = ck for all i ∈ T , we deduce that

uj(T ) = −1−2Nkck
2N (N−k)

for all j /∈ T . Of course, Φi[δ]([N ]) = 1/N for all i ∈ [N ] by A1

and A2. By induction (on N and on k for each N), the proof of uniqueness of the

operator Φ is therefore complete.

It remains to show the solutions (vi)i∈[N ] to (3.10) satisfy A1–A5’ with Φi[v] = vi.

Firstly, A4 is clearly satisfied by (vi)i. To show that A1 is satisfied, we compute

d∗d
∑
i∈[N ]

vi =
∑
i∈[N ]

d∗dvi =
∑
i∈[N ]

d∗div = d∗
∑
i∈[N ]

div = d∗dv,

since d =
∑

i∈[N ] di. Hence by unique solvability of (3.10),
∑

i∈[N ] vi = v as desired.

Next let σ be a permutation of [N ]. As in [31], let σ act on `2(2[N ]) and `2(E) via

σv(S) = v(σ(S)) and σf
(
S, S∪{i}

)
= f

(
σ(S), σ(S∪{i})

)
, v ∈ `2(2[N ]), f ∈ `2(E).

It is easy to check dσ = σd and diσ = σdσ(i). We also have d∗σ = σd∗, since

〈v, d∗σf〉 = 〈dv, σf〉 = 〈σ−1dv, f〉 = 〈dσ−1v, f〉 = 〈σ−1v, d∗f〉 = 〈v, σd∗f〉

for any v ∈ `2(2[N ]), f ∈ `2(E). Now let σ be the transposition of i, j. We have

d∗d(σv)i = d∗diσv = d∗σdjv = σd∗djv = σd∗dvj = d∗dσvj
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which shows (σv)i = σvj by the unique solvability. Notice this corresponds to A2.

For A3, let v ∈ GN , i ∈ [N ], and assume div = 0. Then from (3.10) we readily get

vi ≡ 0. Fix j 6= i, and let d̃, d̃j be the differential operators restricted on 2[N ]\{i},

and set ṽ = v−i, i.e., ṽ is the restriction of v on 2[N ]\{i}. Let ṽj be the corresponding

component game on 2[N ]\{i}, solving the defining equation d̃∗d̃ṽj = d̃∗d̃j ṽ. Finally,

in view of A3, define vj ∈ GN by vj = ṽj on 2[N ]\{i} and divj = 0. Now observe that

A3 will follow if we can verify that this vj indeed solves the equation d∗dvj = d∗djv.

To show this, let S ⊆ [N ] \ {i}. In fact the following string of equalities holds:

d∗dvj(S ∪ {i}) = d∗dvj(S) = d̃∗d̃ṽj(S) = d̃∗d̃j ṽ(S) = d∗djv(S) = d∗djv(S ∪ {i})

which simply follows from the definition of the differential operators. For instance

d∗dvj(S) =
∑
T∼S

dvj(T, S) =
∑

T∼S, T 6=S∪{i}

dvj(T, S) = d̃∗d̃ṽj(S)

where the second equality is due to divj = 0. On the other hand, since j 6= i,

d∗djv(S) =
∑
T∼S

djv(T, S) =
∑
T∼S

d̃j ṽ(T, S) = d̃∗d̃j ṽ(S).

The first and last equalities in the string should now be obvious, verifying A3.

Finally, we verify A5’. For this, we need to verify the following claim:

(9.2) vi(S) + vi(S ∪ {i}) is constant over all S ⊆ [N ] \ {i}.

Let S ⊆ [N ]\{i}, and recall d∗div(S) = v(S)−v(S∪{i}) = −d∗div(S∪{i}). Hence

d∗dvi(S) + d∗dvi(S ∪ {i}) = 0. Define wi ∈ `2(2[N ]) by wi(S) = vi(S ∪ {i}) and

wi(S ∪ {i}) = vi(S) for all S ⊆ [N ] \ {i}. Then clearly d∗dvi(S ∪ {i}) = d∗dwi(S)

and d∗dvi(S) = d∗dwi(S ∪ {i}). Thus d∗d(vi + wi) ≡ 0, hence vi + wi ∈ N (d),

meaning that vi + wi is constant. This proves the claim, hence the theorem. �

We then prove Proposition 5.1, the coincidence between the f -Shapley value φf

and vf ([N ]), the grand coalition value of the solution of the equation d∗dvf = d∗f .

The proof is already alluded to in a remark in [31], which we will follow here.

Proposition 9.2. φf = vf ([N ]) for any edge flow f on the coalition game graph.

Proof. Observe first that the map f ∈ `2(E) 7→ φf is linear. By linearity, notice

it is enough to prove the proposition when f = χ(S,S∪{i}) ∈ `2(E), which is the

indicator function equal to 1 on
(
S, S ∪ {i}

)
and 0 on all other edges of (3.1).
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Let k = |S| ∈ {0, 1, ..., N − 1}. For this f , the f -Shapley formula (5.2) yields

(9.3) φf =
k!(N − 1− k)!

N !
.

Next, following [31], we consider v ∈ GN defined by

v(T ) := 1 if |T | > k, 0 if |T | ≤ k,

so that

dv =
∑
|T |=k
j /∈T

χ(T,T∪{j}).

Let v(T,T∪{j}) solve d∗dv(T,T∪{j}) = d∗χ(T,T∪{j}) with v(T,T∪{j})(∅) = 0. Then we have

d∗dv =
∑
|T |=k
j /∈T

d∗χ(T,T∪{j}) =
∑
|T |=k
j /∈T

d∗dv(T,T∪{j}) = d∗d
∑
|T |=k
j /∈T

v(T,T∪{j}),

yielding
∑

|T |=k, j /∈T

v(T,T∪{j}) = v, hence
∑

|T |=k, j /∈T

v(T,T∪{j})([N ]) = v([N ]) = 1.

This sum contains
(
N
k

)(
N − k

)
= N !

k!(N−1−k)!
terms, and the symmetry of the

hypercube (3.1) implies that all of the terms v(T,T∪{j})([N ]) in the sum is a constant,

so it equals vf ([N ]). This yields vf ([N ]) = φf as desired. �

Now we’ll look at the proof of Theorem 7.3. This necessitates the development

of a transition formula for the value function. The fact that the Markov chain is

irreducible and thus visits every state infinitely many times is used implicitly.

Lemma 9.3. Let (G, λ) be any weighted connected graph. For any S, T, U ∈ V and

f ∈ `2
λ(E), we have V U

f (T ) − V U
f (S) = V S

f (T ). In particular, V S
f (T ) = −V T

f (S),

and V S
f (S) = 0.

Proof. We firstly show V S
f (S) = 0 which appears as the initial condition in (7.9).

Then we show V S
f (T ) = −V T

f (S). Finally, we show V U
f (T )− V U

f (S) = V S
f (T ).

To see V S
f (S) = 0, consider a general sample path ω starting and ending at S,

without visiting S along the way. In other words, ω is a loop emanating from S.

Let ω−1 denote the reversed path of ω, that is, if ω visits T0 → T1 → · · · → Tk
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(where T0 = Tk = S if ω is a loop), then ω−1 visits Tk → · · · → T0. Observe

0 = ISf (S)(ω)− ISf (S)(ω)

=

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)
−

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)

=

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)

+

τS(ω)∑
n=1

f
(
XS
n (ω), XS

n−1(ω)
)

=

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)

+

τS(ω−1)∑
n=1

f
(
XS
n−1(ω−1), XS

n (ω−1)
)
.

Let P(ω) denote the probability of the sample path ω being realized, that is,

P(ω) = pT0,T1pT1,T2 . . . pTk−1,Tk . Now observe that the time-reversibility (7.8) implies

P(ω) = P(ω−1) for a loop ω. And there is an obvious one-to-one correspondence

between a loop ω and its reverse ω−1. This implies

0 =

∫
ω

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)
dP(ω) +

∫
ω

τS(ω−1)∑
n=1

f
(
XS
n−1(ω−1), XS

n (ω−1)
)
dP(ω)

=

∫
ω

τS(ω)∑
n=1

f
(
XS
n−1(ω), XS

n (ω)
)
dP(ω) +

∫
ω

τS(ω−1)∑
n=1

f
(
XS
n−1(ω−1), XS

n (ω−1)
)
dP(ω−1)

= V S
f (S) + V S

f (S)

yielding V S
f (S) = 0 as desired.

Next, we will show V S
f (T ) = −V T

f (S) for S 6= T . Consider a general finite sample

path ω of the Markov chain (4.1) starting at S, visiting T , then returning to S

(this happens with probability 1). We can split this journey into four subpaths:

ω1: the path returns to S m ∈ N ∪ {0} times without visiting T ,

ω2: the path begins at S and ends at T without returning to S,

ω3: the path returns to T n ∈ N ∪ {0} times without visiting S,

ω4: the path begins at T and ends at S without returning to T .

Thus ω = ω1◦ω2◦ω3◦ω4 is the concatenation of the ωi’s, and the probability P(ω)

of this finite sample path being realized satisfies P(ω) = P(ω1)P(ω2)P(ω3)P(ω4).

Define a pairing ω′ of ω by ω′ := ω−1
1 ◦ω2◦ω−1

3 ◦ω4. This is another general sample

path starting at S, visiting T , then returning to S. Then we have P(ω) = P(ω′)
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S T S T 

Figure 7. ω = ω1 ◦ω2 ◦ω3 ◦ω4 and its pair ω′ = ω−1
1 ◦ω2 ◦ω−1

3 ◦ω4.
By reversibility, they have the same probability of being realized.

because P(ω1) = P(ω−1
1 ) and P(ω3) = P(ω−1

3 ) by (7.8), and moreover,

ISf (T )(ω) + ISf (T )(ω′) = 2

τT (ω2)∑
n=1

f
(
XS
n−1(ω2), XS

n (ω2)
)
,

because the loops ω1 and ω−1
1 aggregate f with opposite signs, hence they cancel out

in the above sum. Now consider ω̃ := ω3◦ω−1
2 ◦ω1◦ω−1

4 and ω̃′ := ω−1
3 ◦ω−1

2 ◦ω−1
1 ◦ω−1

4 .

(ω̃, ω̃′) then represents a pair of general sample paths starting at T , visiting S, then

returning to T . We then deduce

ITf (S)(ω̃) + ITf (S)(ω̃′) = 2

τS(ω−1
2 )∑

n=1

f
(
XT
n−1(ω−1

2 ), XT
n (ω−1

2 )
)

= −2

τT (ω2)∑
n=1

f
(
XS
n−1(ω2), XS

n (ω2)
)

= −
(
ISf (T )(ω) + ISf (T )(ω′)

)
because f(U, V ) = −f(V, U) for any edge (U, V ). Due to the one-to-one correspon-

dence between the paths ω, ω′, ω̃, ω̃′, and P(ω) = P(ω′) = P(ω̃) = P(ω̃′) from

(7.8), the desired identity V S
f (T ) = −V T

f (S) now follows by integration:∫
ω

[
ITf (S)(ω̃) + ITf (S)(ω̃′)

]
dP(ω) =

∫
ω

ITf (S)(ω̃)dP(ω̃) +

∫
ω

ITf (S)(ω̃′)dP(ω̃′)

= 2V T
f (S),

and similarly, ∫
ω

[
ISf (T )(ω) + ISf (T )(ω′)

]
dP(ω) = 2V S

f (T ).
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Finally, to show V U
f (T )− V U

f (S) = V S
f (T ) for distinct S, T, U , we proceed

IUf (T )− IUf (S) =

τT∑
n=1

f
(
XU
n−1, X

U
n

)
−

τS∑
n=1

f
(
XU
n−1, X

U
n

)
= 1τS<τT

τT∑
n=τS+1

f
(
XU
n−1, X

U
n

)
− 1τT<τS

τS∑
n=τT+1

f
(
XU
n−1, X

U
n

)
.

By taking expectation, we obtain the following via the Markov property

E[IUf (T )]− E[IUf (S)] = P({τS < τT})V S
f (T )− P({τT < τS})V T

f (S)

=
(
P({τS < τT})V S

f (T ) + P({τT < τS})
)
V S
f (T )

= V S
f (T )

which proves the transition formula V U
f (T )− V U

f (S) = V S
f (T ). �

Theorem 9.4. Let f ∈ `2
λ(E) and let the Markov chain (7.7) be defined on a

weighted connected graph (G, λ). Then V S
f uniquely solves the Poisson’s equation

(9.4) d∗dV S
f = d∗f with V S

f (S) = 0.

Proof. V S
f (S) = 0 was shown in Lemma 9.3. Connectedness of G implies that the

nullspace N (d) is one-dimensional, spanned by the constant function 1 on V . Now

if d∗du = d∗dv, then we have u − v ∈ N (d). This yields the uniqueness of the

solution V S
f satisfying the initial condition V S

f (S) = 0.

Fix T ∈ V , and let {T1, ..., Tn} be the set of all states adjacent to T (i.e., either

(T, Tk) or (Tk, T ) is in E), and set ΛT =
∑n

k=1 λ(T, Tk). By (7.6), (7.7), we have

d∗f(T )/ΛT =
n∑
k=1

pT,Tkf(Tk, T ), and(9.5)

d∗dV S
f (T )/ΛT =

n∑
k=1

pT,Tk
(
V S
f (T )− V S

f (Tk)
)

=
n∑
k=1

pT,TkV
Tk
f (T )(9.6)

where the last equality is from Lemma 9.3. Now we can interpret the right side of

(9.6) as the aggregation (7.2) of path integrals of f (7.1) along all loops beginning

and ending at T , but in this aggregation of f we do not take into account the first

move from T to Tk, since this first move is described by the transition rate pT,Tk
and not driven by V Tk

f . On the other hand, if we aggregate path integrals of f for

all loops emanating from T , we get 0 due to the reversibility (7.8) and alternating
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property of f , that is, V T
f (T ) = 0. This observation allows us to conclude as follows:

0 = aggregation of path integrals of f along all loops emanating from T

= aggregation of path integrals of f along all loops except the first moves

+ aggregation of path integrals of f for all first moves from T

=
n∑
k=1

pT,TkV
Tk
f (T ) +

n∑
k=1

pT,Tkf(T, Tk)

= d∗dV S
f (T )/ΛT − d∗f(T )/ΛT ,

yielding d∗dV S
f (T ) = d∗f(T ), as desired. �

Finally, we prove the following extension of the previous theorem for multigraphs.

Theorem 9.5. Theorem 7.3 continues to hold for any f ∈ `2
λ(E) and the reversible

Markov chain (8.6) defined on any weighted connected multigraph (G, λ).

Proof. We’ve seen that the most crucial we need is the reversibility (8.7). Recall

we now consider an E-valued process (en), n ∈ N, where en = en(ω) ∈ E represents

the edge we traverse following its orientation, whose transition rate is given by

(9.7) p(e′) =
λ(e′)∑

e∈E, I(e)=I(e′) λ(e)
,

and Xn = I(en+1) represents the standard Markov chain on V . What is the tran-

sition rate (pS,T )(S,T )∈V×V of Xn? (Note S = T is possible) Notice (9.7) gives:

(9.8) pS,T =

∑
e∈E, I(e)=S, J(e)=T λ(e)∑

e∈E, I(e)=S λ(e)
=:

ΛS,T

ΛS

.

The standard theory of Markov chain now yields a stationary distribution π =

(πS)S∈V , πS > 0 for all S ∈ V , which satisfies

(9.9) πSpS,T = πTpT,S for all S, T ∈ V .

Let e ∈ E have S, T as its endpoints, i.e., I(e) = S, J(e) = T . Let e− be its reverse.

Then (9.9) implies

(9.10) πSp(e) = πTp(e
−)
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because πSp(e) = πS
λ(e)
ΛS

= πSpS,T
λ(e)
ΛS,T

= πTpT,S
λ(e−)
ΛT,S

= πT
λ(e−)

ΛT
= πTp(e

−), using

the fact ΛS,T = ΛT,S inherited from the symmetry of the weight λ. Now the desired

reversibility (8.7) is an immediate consequence of (9.10) by repeated multiplication.

Using (8.7), we can again obtain the transition formula similar to Lemma 9.3:

(9.11) V U
f (T )− V U

f (S) = V S
f (T ) for any S, T, U ∈ V .

From this, the proof is the same as for the previous theorem, with the modified

gradient and divergence (8.2), (8.3), which now yield the following (cf. (9.5), (9.6)):

d∗f(T )/ΛT =
∑

e∈E, J(e)=T

p(e−)f(e), and(9.12)

d∗dV S
f (T )/ΛT =

∑
e∈E, J(e)=T

p(e−)dV S
f (e)

=
∑

e∈E, J(e)=T

p(e−)
(
V S
f (T )− V S

f (I(e))
)

=
∑

e∈E, J(e)=T

p(e−)V
J(e−)
f (T )(9.13)

where the last equality is from (9.11) and the fact I(e) = J(e−). We can now

iterate the following argument:

0 = V T
f (T )

= aggregation of path integrals of f along all loops emanating from T

= aggregation of path integrals of f along all loops except the first moves

+ aggregation of path integrals of f for all first moves from T

=
∑

e∈E, J(e)=T

p(e−)V
J(e−)
f (T ) +

∑
e∈E, J(e)=T

p(e−)f(e−)

= d∗dV S
f (T )/ΛT − d∗f(T )/ΛT ,

yielding d∗dV S
f (T ) = d∗f(T ), as desired. �
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